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Abstract
The Cliff’s Delta statistic is a non-parametric effect size measure that quantifies the amount of difference between two groups of observations beyond p-values interpretation. This measure can be understood as a useful complementary analysis for the corresponding hypothesis testing. During the last two decades the use of effect size measures has been strongly encouraged by methodologists and leading institutions of behavioral sciences. The aim of this contribution is to introduce the Cliff’s Delta Calculator software that performs such analysis and offers some interpretation tips. Differences and similarities with the parametric case are analysed and illustrated. The implementation of this free program is fully described and compared with other calculators. Alternative algorithmic approaches are mathematically analysed and a basic linear algebra proof of its equivalence is formally presented. Two worked examples in cognitive psychology are commented. A visual interpretation of Cliff’s Delta is suggested. Availability, installation and applications of the program are presented and discussed.
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Resumen
El estadístico Delta de Cliff permite cuantificar la magnitud de la diferencia entre dos grupos de observaciones que resultan incompatibles con el presupuesto de normalidad. El análisis de esta cuantificación complementa la interpretación del p-valor asociado a la correspondiente prueba de hipótesis. La aplicación de medidas del tamaño del efecto ha sido promovida, durante las últimas décadas, tanto por metodólogos, como por instituciones líderes en las ciencias del comportamiento. El propósito de la presente contribución es presentar un programa denominado Cliff’s Delta Calculator con capacidad para calcular y graficar el valor del tamaño del efecto no paramétrico para dos grupos de observaciones. Se ofrece una comparación de este programa con otras calculadoras comerciales y no comerciales actualmente disponibles. Se describe su funcionamiento, sus fundamentos matemáticos y se presentan y discuten dos ejemplos de aplicación en la investigación psicológica. Se concluye que este programa presenta algunas ventajas, en comparación con otras calculadoras comerciales disponibles.
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Effect size measures and statistical significance in behavioral research

Hypothesis testing in behavioral research has traditionally focused on the statistical significance of the null hypothesis rejection (Gigerenzer, Swijtink, Porter, Daston, Beatty & Krüger, 1989). Researchers rely heavily on p-values to decide about the importance of the evidence obtained in experimental and non-experimental designs (Cortina & Dunlap, 1997). A p-value equal to or lower than 0.05 gives the authorization to report a difference as significant but greater p-values do not suffice to contribute findings to the state-of-the-art (Cohen, 1994; Krueger, 2001) in this traditional misconception that neglects sample size and other critical issues (Gillett, 2001; Strube, 2006).

During the last two or three decades many methodologists and institutions have warned about some problems related to these conceptions concerning the meaning of the evidence in the behavioral sciences (Hunter & Schmidt, 2004; Thompson, 1994; Valera-Espín & Sánchez-Meca, 1997; Wilkinson & Task Force on Statistical Inference, 1999). Although reporting type I and type II errors include an implicit warning about the complexity of the data analysis, the daily work of most researchers often neglects the relevance of other important features besides p-values. Sample size, homogeneity of variances, data normality, and effect size estimation, among many others, are important issues that critically impact on the quality of the evidence (Bakeman, 2005; Grissom & Kim, 2005; Strube, 2006).

In this context, effect size measures (ESMs) provide a valuable tool for data analysis (Frías-Navarro, Llobell & García-Pérez, 2000; Gigerenzer, 1993). The main contribution of ESMs to the correct interpretation of hypothesis testing has been earlier noticed by Fisher (1925), who argued that p-values do not really inform about the magnitude of a difference between two groups of observations. For example, if treatments A and B produce a statistically significant difference on the dependent variable, the amount of such discrepancy remains unknown. It is correctly concluded that the difference is important, but the researcher cannot claim how important it is. To obtain a sound quantification of this discrepancy, ESMs are the convenient method. In this context, a difference between two groups of observations can be considered not only significant versus non-significant but also small (Cohen’s $d \approx 0.2$), medium (Cohen’s $d \approx 0.5$) or large (Cohen’s $d \approx 0.8$) after Cohen’s proposed convention for some effect size estimates (Cohen, 1988; Grisson & Kim, 2005). This effect size can be understood as the magnitude of the impact that the manipulation of the independent variable causes on the dependent variable. Hence, ESMs are some sort of quantification of the treatment importance (Hunter & Schmidt, 2004).

Varieties of effect size measures

The quantification of a difference between two groups of observations depends on specific restrictions of the observed frequency distributions. For the case of two distributions compatible with normality and homoscedasticity assumptions, the most adequate ESMs are Cohen’s $d$, Hedges’ $g$ and Glass’ delta (Hess & Kromrey, 2004). These measures are specifically recommended for such cases because they depend on the mean and standard deviation (Ledesma, Macbeth & Cortada de Kohan, 2008, 2009). Their use is limited by the violation of normality and variance homogeneity assumptions (Grissom & Kim, 2005).

Other ESMs have been developed for asymmetric or non-normal distributions. These non-parametric ESMs for two groups of observations do not rely on the mean, they depend rather on a dominance concept (Cliff, 1993). This approach considers the ordinal instead of the interval properties of the data (Hess & Kromrey, 2004). The most direct and simple variety of ordinal ESM is known as Cliff’s Delta, which is a more powerful and robust measure than Cohen’s $d$ under certain conditions like skewed marginal distributions and for the analysis of Likert scales (Kromrey & Hagerty, 1998). The aim of this paper is to introduce a freely available software that computes this specific measure.
The Cliff’s Delta statistic

The Cliff’s Delta estimator can be obtained with Equation 1.

\[ \text{Delta} = \frac{\#(X_i > X_j) - \#(X_i < X_j)}{n_1 n_2} \]  

(1)

In this expression, \( X_i \) and \( X_j \) are scores within group 1 (e.g. treatment A) and group 2 (e.g. treatment B), and \( n_1 \) and \( n_2 \) are the sizes of the sample groups. The cardinality symbol \( \# \) indicates counting. This statistic estimates the probability that a value selected from one of the groups is greater than a value selected from the other group, minus the reverse probability. Cliff (1993) interprets that this is a measure of dominance, a concept that refers to the degree of overlap between two distributions. All possible values of Cliff’s Delta measures are in the closed interval \([-1, +1]\). An effect size of +1.0 or -1.0 indicates the absence of overlap between the two groups, whereas a 0.0 indicates that group distributions overlap completely. When a significant p-value is obtained, the associated ESM is expected to be near +1.0 or -1.0 because the difference between the groups is important. The extreme Delta = ± 1 occurs when the intersection between both groups is the empty set. When a non-significant p-value is found, the compared groups tend to overlap and the Cliff’s Delta statistic approaches near to 0.0.

The ordinal structure of Cliff’s Delta makes it an appropriate ESM when the data distribution deviate from the normal model, or when the variables being compared correspond to an ordinal level of measurement. The non-parametric nature of Cliff’s Delta reduces the influence of factors such as the groups’ variance differences or the presence of outliers (Sun, 2008).

An algorithm for Cliff’s Delta

The value of this estimator can also be obtained through matrix algebra tools. Since any collection of observations can be treated as a vector and the comparisons between vectors stated in Equation 1 are a function that generates a matrix, an algorithm for Cliff’s Delta can be proposed.

Let \( \text{Group}_1 \) and \( \text{Group}_2 \) be vectors in \( \mathbb{R} \), such that \( \text{Group}_1 \in \mathbb{R}^m \), \( \forall m \in \mathbb{N} \) and \( \text{Group}_2 \in \mathbb{R}^n \), \( \forall n \in \mathbb{N} \). Note that these vectors can have different sizes, namely \( m \neq n \) is an acceptable condition for this ESM. The dominance matrix proposed by Cliff (2003) expressed by \( \delta \in \mathbb{R}^{m \times n} \) can be obtained by the function \( \delta : (\mathbb{R}^m, \mathbb{R}^n) \rightarrow \mathbb{R}^{m \times n} \), as indicated in Equation 2.

\[
\delta_{ij} = \begin{cases} 
+1 & \text{if } \text{Group}_1 > \text{Group}_2, \forall i, \forall j \\
-1 & \text{if } \text{Group}_1 < \text{Group}_2, \forall i, \forall j \\
0 & \text{if } \text{Group}_1 = \text{Group}_2, \forall i, \forall j 
\end{cases}
\]  

(2)

This application generates a matrix of \( m \) rows and \( n \) columns with only three possible values on each element \( \delta_{ij} \), namely +1, -1, and 0. These values are assigned to the element \( \delta_{ij} \) in the \( i \)-th row and \( j \)-th column according to the rule of Equation 2. If the \( i \)-th element in the vector labeled \( \text{Group}_1 \) is greater than the \( j \)-th element in the vector labeled \( \text{Group}_2 \), the value of the element \( \delta_{ij} \) is +1. The opposite inequality generates a -1 and the congruency gives a 0. The Cliff’s Delta value can be indistinctly obtained computing means for rows or means for columns as indicated in Equations 3 and 4, respectively.

\[
\text{Delta by rows} = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} \delta_{ij} 
\]  

(3)

\[
\text{Delta by columns} = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} \delta_{ij} 
\]  

(4)

Although the equivalence of Equations 3 and 4 is intuitive, Appendix A presents an analysis of such identity to demonstrate the truth of their interchangeability. Both expressions compute mean values for each line of the dominance matrix, i.e. row or column, and a second mean for the lines means. The final value of this computing is Cliff’s Delta as expressed in Equation 1 (Cliff, 1993).
Cliff’s Delta Calculator

The algorithm described above has been applied for the development of an easy-to-use software. Cliff’s Delta Calculator (CDC) is a non-commercial program wrote in Visual Basic 6.0 that runs under Windows operating systems for personal computers. The original code has been developed in R and later rewritten in Visual Basic to obtain a more friendly user interface. The CDC can be installed through a .exe file that can be freely obtained from a website indicated below. Once installed, the CDC can be opened as any other Windows program by clicking on the desktop icon or by selecting the program from the start → program → CLIFF’S DELTA CALCULATOR menu. After the welcome screen pops up, an instruction note for the user is presented. This instruction is shown in Appendix B. The navigation through commands and fill boxes can be performed by mouse clicking or by the arrows (→, ←, ↑, ↓) and enter buttons in the console. The program first asks the user for information about the number of observations in Group 1 and Group 2. These numbers must be indicated in the blank boxes presented for that purpose. Then, a button with the label ‘Input these group sizes’ should be pressed. These inputs generate an empty matrix to work with. The construction of this object is informed to the user. In the next step the data management for the session should be specified. Data can be inputted from the console to the main screen of the CDC or retrieved from an Excel file previously prepared and located in the root of C, as indicated in the initial instruction for users (Appendix B). Both options are easy to follow and friendly. The user can view all the inputted observations or calculate them without preview. Then, a button generates the dominance matrix indicated in Equation 2. The user can choose to see this matrix or to get the result without preview. A ‘Calculate now!’ button finally shows the sought statistic. An example of the sequence of interactions is shown in Figure 1.

After knowing the Cliff’s Delta value, the user can end the session or get some interpretation tips.

**FIGURE 1**
Screenshot of the main CDC user interface
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by choosing the button indicated for that purpose. The interpretation tips option opens a new screen with a visual representation of the effect size and some comments about the meaning of the obtained result. An example of this results screen is shown in Figure 2.

Finally, the user might choose the ‘End session’ button to close the program. All screens of the CDC offer the user the possibility to interrupt the program anytime by selecting a red button that remains available permanently.

Application examples

Example 1 is taken from a gustative priming experiment conducted by Razumiejczyk, Macbeth and López Alonso (2008). Response times for the recognition of gustative stimuli in two different experimental conditions were compared. The frequency distribution of these two paired groups of observations was not compatible with the normality assumption, but compatible with the variances homogeneity assumption. The Wilcoxon test showed a non-significant difference. After inputting the corresponding observations in an Excel file, as indicated in Appendix B, the CDC obtained an effect size of 0.18. The same result was found with two other programs that are commented below in the discussion section. Interpretation tips of the CDC indicate that these groups are close to the overlap situation, i.e. they do not differ much. Experimental manipulations did not generate a significant effect, as the p-value suggests, and the size of the effect was really low, as Cliff’s Delta indicates. This result was consistent with the cognitive model applied (Razumiejczyk et al., 2008).

Both statistics, effect size and p-value, suggested the same interpretation of the data. In other cases, when the p-value and effect size measures do not converge, a statistical power analysis is recommended because a type I or a type II error might have occurred (Cohen, 1988; Cousineau, 2007).

CDC occasionally gives a Cliff’s Delta value in scientific notation because the result is very closed

**Figure 2**
CDC interpretation tips screenshot

![CDC interpretation tips screenshot](image)
to zero. In that case the CDC value has the aspect of a real number \( a \) followed by the letter \( E \) and an integer exponent \( b \) that means \( (a)(10)^b \). For example, a Cliff’s Delta = \(-4.0781E-02\) includes an \( a = -4.0781 \), an \( E \) that indicates the exponential scientific notation in base ten and an integer exponent \( b = -2 \). The visual representation that the program optionally offers in this case might be obtained after equation 5. When the CDC gives a result in scientific notation, a tool tip text that pops up above the Delta value shows these computations.

\[
(-4.0781)(10)^{-2} = (-4.0781)
\begin{bmatrix}
\frac{1}{10^2}
\end{bmatrix}
= \left(-\frac{4.0781}{100}\right) = -0.040781
\]

(5)

Example 2 is taken from a heuristics and biases experiment conducted by Macbeth & Morán (2009). Some calibration phenomena known as underconfidence biases were experimentally generated by comparing the subjective and the objective success achieved by a group of persons in a series of cognitive tasks. In this case, the comparison was within-group. Parametric effect size measures were informed in the original report because the variables’ frequency distributions were compatible with normality and homoscedasticity assumptions. Although Cohen’s \( d \) is the recommended ESM for the case, non-parametric alternatives are also pertinent and informative. Macbeth and Morán (2009) found a statistically significant difference between the compared groups and a parametric medium effect size of Cohen’s \( d = 0.63 \). The corresponding Cliff’s Delta obtained with CDC is Delta = -0.35. The same result was found with two other calculators that are discussed below. The interpretation of this result is coherent with the \( p \)-value and the parametric ESM reported in the original study. Because the computed frequency distributions were compatible with the normality assumption, the parametric Cohen’s \( d \) gives a better estimate, but Cliff’s Delta can also be included in a thorough analysis of experimental results (Hess & Kromrey, 2004). Example 2 application of the CDC is shown in Figure 3.

**Figure 3**
An example of Cliff’s Delta estimation after Macbeth & Morán (2009)
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Fuente: elaboración propia
Availability

The program might be freely downloaded from the website of the Institute for Psychological Research at Universidad del Salvador (IIPUS) located in the web address http://www.iipus.com. The CDC program can be found in the Descargas/Downloads folder.

Discussion

Effect size measures are useful tools for data analysis. When hypothesis testing is limited to p-values interpretation, important complementary information about the evidence is lost (Cohen, 1994). Statisticians and behavioral sciences methodologists have repeatedly promoted the use of these measures (Dunleavy, Barr, Glenn & Miller, 2006). Organizations like the American Psychological Association have also recommended its systematic inclusion in statistical analyses as a standard methodological procedure (American Psychological Association, 2001; Hunter & Schmidt, 2004; Sun, 2008; Thompson, 1998; Wilkinson & Task Force on Statistical Inference, 1999).

Since the use of most technical resources strongly depends on the availability of technologies, the aim of this article is to add a freely available software to the methodological toolbox of researchers in the behavioral sciences and other related areas. Cliff’s Delta Calculator is an easy-to-use program that calculates the non-parametric effect size for two groups of observations. This statistic is not often included in the most used packages for data analysis. Some freely available statistical languages like R can perform the task but doing so requires programming skills (Venables & Ripley, 2002). In some other cases, commercial packages include some effect size estimators, but mainly for parametric distributions. An important free software that calculates many measures of effect size for two groups of observations is the ES-calc plug-in developed in the environment of ViSta, the Visual Statistics Software (Ledesma et al., 2008, 2009; Young, 1996; Young, Valero-Mora & Friendly, 2006). This useful program includes parametric measures like Cohen’s d, Hedges’ g, and Glass’ delta among other alternatives, but also non-parametric methods like the estimator of Cliff’s Delta. To obtain a comprehensive collection of simultaneous effect size measures for two groups of observations, the use of the ES-Calc plug-in for ViSta is recommended.

An important commercial package that calculates this effect size statistic is SAS (Hogarty & Kromrey, 1999). The SAS macro for Cliff’s Delta has advantages and disadvantages when compared with the CDC program. Some SAS disadvantages are: 1) the license is very expensive, specially for researchers and institutions in developing countries, 2) it requires programming skills, 3) data cannot be easily inputted as in CDC program and, 4) it offers no interpretation tips. The main advantage is that the SAS output offers confidence intervals for the Delta estimate, but the CDC does not. Future versions of the CDC program will include confidence bands, both numerically and graphically.

The aim of the present article is to promote the use of the Cliff’s Delta statistic. The specific contribution of this work is the free availability of a friendly software that facilitates the visualization and interpretation of the effect size for non-parametric comparisons of two groups of observations. The interpretation tips and graphical representations that complement the numerical results are probably interesting features of the CDC program when compared with other calculators like the Es-calc for ViSta (Ledesma et al., 2008, 2009) and the discussed macro for SAS (Hogarty & Kromrey, 1999).

Our future developments in this line of research include the design of new statistical programs related to the complementary analysis of data that might promote the evidence interpretation beyond p-values like confidence intervals for several effect size measures and meta-analytical methods.
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Appendix A

Analysis of the equivalence of two estimation methods for Cliff’s Delta

Let $\delta_{ij} \in \mathbb{R}^{m \times n}$ be the dominance matrix defined in Equation 2. The mean value for the first row can be expressed as $\frac{1}{n} \sum_{j=1}^{n} \delta_{ij}$

The second row of $\delta_{ij} \in \mathbb{R}^{m \times n}$ has a mean value of $\frac{1}{n} \sum_{j=1}^{n} \delta_{ij}$

In general, the mean value for any ($i$) row of the dominance matrix can be obtained computing $\frac{1}{n} \sum_{j=1}^{n} \delta_{ij}$

The mean of these rows means can be expressed as in Equation 3 by

$$\text{Delta by rows} = \frac{1}{nm} \sum_{i=1}^{m} \sum_{j=1}^{n} \delta_{ij}$$

The same method generates means for every ($j$) column computing

$$\frac{1}{m} \sum_{j=1}^{m} \delta_{ij}$$

And the mean for all columns means can be obtained after Equation 4 calculating

$$\text{Delta by columns} = \frac{1}{nm} \sum_{j=1}^{m} \sum_{i=1}^{n} \delta_{ij}$$

A proof of the equivalence that uses only basic algebra tools can be expressed as

$$\text{Delta by rows} = \frac{1}{nm} \sum_{i=1}^{m} \sum_{j=1}^{n} \delta_{ij} = \frac{1}{nm} \sum_{j=1}^{n} \sum_{i=1}^{m} \delta_{ij} = \frac{1}{nm} \sum_{j=1}^{n} \sum_{i=1}^{m} \delta_{ij} = \text{Delta by columns}$$
Appendix B

Instruction for users of the Cliff’s Delta Calculator

1) CLIFF’S DELTA CALCULATOR can estimate a non-parametric effect size for two groups of observations.

2) Data can be inputted from the console or retrieved from an Excel file located in C:\

3) To make the Excel file work please check first that:
   a) The name of the Workbook is ‘cliff’
   b) The name of the Worksheet is ‘sheet1’
   c) Group 1 observations are listed in column A
   d) Group 2 observations are listed in column B
   e) The location of the file is ‘C:\cliff’

4) If these conditions do not occur, CLIFF’S DELTA CALCULATOR will automatically shutdown.