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Abstract:

Objective: e objective of this research is to improve the match between labor supply and demand in Colombia by using 
machine learning techniques and the Unique Framework of Classication of Occupations in Colombia (CUOC). is 
framework allows us to enhance the alignment between resumes and job offers, helping job seekers obtain personalized job 
recommendations based on their proles.
Materials and Methods: is proposal uses a combination of clustering, classication, and collaborative ltering algorithms to 

obtain the ten best available vacancies for a particular resume. Standardization of resumes and job offers was performed during 

the preprocessing stage. We utilized natural language processing algorithms to extract attributes from the CUOC framework. 
For the training process, we initially employed the K-means algorithm to group the attributes of the CUOC framework. erea
er, we used KNN, DNN, and AdaBoost as classication algorithms to develop a model that best correlates a resume with a 
group of vacancies. Finally, a web application was developed using the Django framework, providing a user-friendly interface for 
job seekers to receive recommendations on the basis of the model outcomes.
Results and Discussion: e best model was selected on the basis of accuracy and processing time. e results indicate that the 

highest accuracy and recommendation performance were achieved via the CUOC framework, generating a recommendation of 
the top 10 vacancies on the basis of their similarity level.
Conclusion: Including CUOC characteristics in both resumes and vacancies allows for better matching within the context of 
the Colombian labor market.
Keywords: Job Recommender, Machine Learning, Natural Language Processing, Employment in Colombia.

Resumen:

Objetivo: el objetivo de la presente investigación se centra en mejorar el encuentro entre la oferta y la demanda laboral en 
Colombia mediante el uso de algoritmos de máquina y el marco de Clasicación Única para Colombia CUOC, lo que permitirá 
mejorar el método de emparejamiento y permitirá a los buscadores obtener una recomendación de vacantes adecuada con su 
perfil. 
Materiales y métodos: se evaluó los resultados usando dos experimentos generales. Se analizaron las hojas de vida y vacantes 

sin agregar los atributos que aportan la CUOC. Para lograr la estandarización de las hojas de vida y vacantes en la fase de 

preprocesamiento, y poder extraer nuevos atributos implícitos a partir de la CUOC, se usaron algoritmos de lenguaje natural. 
Para entrenar gran cantidad de información se propuso el uso de agrupamiento con el algoritmo de K-Means y clasicación de 
la información con el uso de los algoritmos KNN, DNN y AdaBoost de tal forma que se encontrara el modelo con mejor 
precisión y mejor tiempo de procesamiento. Este estudio implementa un sistema de recomendación por ltrado colaborativo 
basado en usuario. 
Resultados y discusiones: los resultados obtenidos muestran que la mejor precisión y recomendación se obtuvo mediante el uso 

de la CUOC.
Conclusión: incluir las características del CUOC tanto en las hojas de vida como en las vacantes permite un mejor emparejamiento 

dentro del contexto del mercado laboral colombiano.
Palabras clave: recomendador de empleo, aprendizaje de máquina, procesamiento de lenguaje natural, empleo en Colombia.
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Introduction

Job recommendation systems are designed to meet various needs depending on the approach taken. ey can
help job seekers nd suitable positions, assist job recruiters in efficiently managing the selection process via
recommendation system technologies [4], and provide relevant job suggestions on the basis of the skills and
interests of the job seekers [5].

In terms of local needs, there are no employment recommendation systems that operate according to the
standards and variations of the Colombian labor market. Employment providers in Colombia are required
to have a technological tool for the registration and management of job portals with vacancies [6]. However,
they do not currently offer recommendation systems. Instead, they provide human management services
for guidance and direction, which are sometimes free. Many people nd it challenging to access this type
of support because of factors such as time availability, costs, and long waiting periods for interviews to be
conducted.

One reason for the ineffectiveness of job portals in the Colombian market is that they match resumes
and vacancies on the basis of keywords in vacancy descriptions, titles, or by relating their position to
skills from international frameworks such as the International Standard Classication of Occupations 2008
(ISCO-08), the National Classication of Occupations (CNO), or the adaptation for Colombia developed
by DANE CIUO-08 A.C. ese frameworks do not fully align with the Colombian labor market, leading
to gaps or discrepancies over time when working with different frameworks [1]. To address this, the
Unique Classication of Occupations for Colombia (CUOC) was created by the National Administrative
Department of Statistics of Colombia (DANE) in 2022. It acts as a unique reference for identifying
occupations, labor mobility, human talent management, and labor intermediation. It is also used to analyze
the job market, produce statistics, and assess the components of the National Qualications System. A
detailed description of the framework can be found in [1].

Figure 1 illustrates the ve-level pyramidal hierarchical structure of the CUOC framework. is structure
allows for the classication of the entire occupational landscape by grouping occupations on the basis of
their similarity in terms of the level of skills and specialization required for a particular job. e classication
resulted in the following categories:

• 10 large groups.
• 43 main subgroups.
• 136 subgroups of the main subgroups.
• 449 primary groups from the subgroups of the previous level.
• 676 occupations resulting from the disaggregation within the primary groups.
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FIGURE 1.
CUOC hierarchical structure classification

Source: Authors’ own creation.

Some of the limitations of the current approaches in Colombia, which are based on search systems rather
than recommendation systems, are as follows:

• On most search platforms, job seekers must use manual search lters that allow them to search for
vacancies they believe may be suitable for their job prole on the basis of their own criteria. is
approach does not yield optimal results.

• Job offers displayed to job seekers are typically ordered by publication date, from the most recent to
the oldest, which does not ensure better alignment with the job seeker’s prole.

• Employment platforms in Colombia yield numerous results, leading job seekers to apply for vacancies
where there is a low likelihood of being hired.

e primary motivation for this study is to provide job seekers with the top 10 vacancies that best match
their skills and professional background via a recommendation system based on the CUOC framework. A
detailed comparison between current job search systems and the proposed system is presented in Table 1.
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TABLE 1.
Comparison Between Current Job Search Systems and the Proposed System

Source: Authors’ own creation.

Related work

In the classication approach for the development of job search systems, a wide range of algorithms have
been used. Among them are DEEP-LAJAM, a continuous learning model employed for matching in a
collaborative ltering system [7]; linear support vector machines (Linear SVM) evaluated to optimize
vacancy ranking [8, 9]; K-nearest neighbors (KNN), applied in online recommendations without user
history [10], for predicting fraudulent vacancies [11] and for resuming selection by comparison with a large
volume of vacancies [12]; extreme gradient boosting (XGBoost) for classifying textual documents [13, 14]
and predicting candidate suitability with a maximum average precision of 95.14 %; random forests (Random
Forest) to predict employment recommendations on the basis of job seekers’ preferences and the geographic
location of companies [15]; and Bayesian decision trees for candidate selection [16].

In the development of search systems based on neural networks, the models that yielded the best results
were recurrent neural networks (RNNs) utilizing historical navigation data with input sequences represented
semantically at the word level [17, 18]; long short-term memory (LSTM) networks for discovering
knowledge relationships [19]; long sequences for resolving training losses [20]; the hierarchical resume
segmentation methodology for learning text representations [21]; implicit candidate intentions or recruiter
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renements obtained in the recommendation process [22]; and bidirectional long short-term memory (Bi-
LSTM) networks for learning aggregated representations to generate competencies from skills [23].

Similarly, convolutional neural networks (CNNs) have been used for text processing [23]. Deep Q-
learning neural networks (DQNs) have been utilized for skill recommendation, predicting high-level skills
from resumes [24]. Deep neural networks (DNNs) are employed to analyze different domains from various
data sources, and also to transform multivariate numerical time series of clicks into temporal symbolic
sequences [25]. ese networks also generate a distributed representation of each job on the basis of
categorical attributes [26], in addition, they capture context attributes, and manage large volumes of
data where compression and reduced processing time are essential [27]. Finally, text convolutional neural
networks (TextCNNs) have been applied to study job predictions [28].

On the other hand, the two-way model of Bi-Deep Factoring Machines (biDeepFM) integrates a
factorization machine (FM) to explicitly learn candidate feature interactions alongside dense neural networks
for higher-order interactions within an employment recommendation system [5]. Additionally, the deep
structured semantic model (DSSM) has been employed for processing large volumes of information, utilizing
a semantic representation of sparse data [20].

Finally, we can observe the clustering approach used for developing job search systems. e models
that yielded the best results included a K-means model for grouping similar documents into subgroups
to reduce the search space, combined with term frequency-inverse document frequency (TF-IDF) to
obtain weights [29]. e model was evaluated via a word frequency vector [30, 31], along with hybrid
deep collaborative ltering (HDCF), which works with limited or cold data through deep learning [32].
Additionally, cosine similarity, collaborative lters, the Pearson correlation coefficient, and the Tanimoto
coefficient were employed to create a hybrid recommendation system that addresses the cold start problem.
is approach prioritizes information quality through selective tracking [20].

Materials and methods.

Materials

is study uses data from resumes and applications provided by the Public Employment Service of Colombia
(SPE). Vacancy information was extracted through web scraping from the employment exchange of the SPE.
e entire dataset comprises 1,700,000 records of resumes, 250,000 records of current vacancies, and 800,000
records of applications. e attributes of the training dataset related to the applications are presented in Table
2.
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TABLE 2.
Complete list of application dataset attributes
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Source: Authors’ own creation.

Methodology

is proposal employs a combination of clustering, classication, and collaborative ltering algorithms to
identify the ten best available vacancies for a given resume. ese results are determined by assessing the
degree of similarity between the resume and all available vacancies. A detailed description of the methodology
is provided in Figure 2. e input data consists of applications submitted from resumes to job vacancies,
with the “hired” attribute reported by the employer. Only records of applications that resulted in successful
recruitment are included.
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FIGURE 2.
Job system recommendation methodology using the CUOC

Source: Authors’ own creation.

To preprocess the job application dataset, it was necessary to divide the dataset into 16 parts according to its
size. Each part was preprocessed by multiprocessing pools, using 80 % of the computer’s CPUs. is approach
facilitated parallel preprocessing through batch les, resulting in faster generation of the nal dataset. Once
the training data were prepared, the text attributes of the job title and work position were standardized via
natural language processing on the basis of the CUOC framework. e following steps were performed
during the standardization process:

• Textual data cleaning is the foundational step in text analysis. is process involves removing all
extraneous elements, such as punctuation marks, HTML tags, and special characters, to prepare the
text for further processing.

• e next step involves processing documents into lexical components. is phase includes segmenting
the text into individual words, eliminating unnecessary whitespace, and ltering out stop words to
streamline the data.

• Normalization standardizes the text by converting words to their root form and removing accents,
ensuring consistency across the dataset.

• Finally, similarity by distance is used when standardizing text with dictionaries. Various word distance
methods are applied to measure the similarity between words, aiding in the renement and accuracy
of the text analysis.

To measure similarity by distance, we tested two methods: the Levenshtein distance and Word2Vec [33].
e Levenshtein distance is an algorithm that calculates the distance between two words by determining
the minimum number of operations needed to transform one word into another. In contrast, Word2Vec
uses neural networks to generate word vectors, enabling the calculation of semantic closeness. While the
results obtained with Word2Vec were very similar to those from the Levenshtein distance, it required more
processing time. Consequently, the Levenshtein distance was used for this study. Several libraries capable
of calculating this distance were evaluated, and the one with the shortest processing time was chosen. is
method was applied during the preprocessing of vacancies and in the standardization of text from dictionaries.
At this stage, the matching threshold was set to accept similarities with a minimum of 96 %, an adjustment
that performed best aer several iterations.

During processing, to obtain the initial similarity rating, the Levenshtein distance algorithm was used
without hyperparameter adjustment and without training, as the processing was conducted in real time. e
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distances obtained through the ratio calculation were used for the initial sorting of the top 50,000 similarity
results.

When the standardization process is complete, the attributes of knowledge, qualications, skills, functions,
and occupations that must be fullled to perform the position are extracted from the occupation according
to the CUOC framework. Note that these attributes are not explicitly stated in the resume, and therefore
improve the input data.

In the next step, the information from the applications was grouped to obtain clusters of similarities
between resumes and vacancies. is research uses the K-means clustering algorithm, which is chosen for
its computational efficiency compared with other clustering algorithms, and its effectiveness in grouping
large datasets [2]. e resulting clusters were used as the independent variables for training the machine
learning models that were evaluated. Aer obtaining the groups from the clustering algorithm, we evaluated
three machine learning models, namely, KNN, DNN, and AdaBoost. e best model results in the class in
which the resume best relates to the group of vacancies. is generates a reduction in the dataset that will be
evaluated in the recommendation system.

e recommendation system was implemented via two similarity models. e rst model is based on
the Levenshtein distance, which assigns greater weights to the attributes listed in Table 3, represented by
the “levenshtein” attribute. e second model employs user-based collaborative ltering via cosine similarity,
which is represented by the “cosine” attribute. Consequently, a sample of the top 50,000 records was extracted
on the basis of the “levenshtein” value. e second model was subsequently evaluated, and the top 10 results
were identied by ranking them according to both “cosine” and “levenshtein”.

TABLE 3.
Attributes with major weights

Source: Authors’ own creation.

On the basis of the data available for this study, and to achieve the best results, we selected collaborative
ltering recommendation systems. is decision was made because content-based and hybrid models
require the job seeker’s preference history, which is not publicly accessible, and is maintained by individual
employment platforms.
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Results

Experiments

As a rst step, the data with CUOC attributes are grouped via the K-means algorithm, with the number of
groups determined via the elbow curve method and the silhouette plot. e results are shown in Figure 3.

FIGURE 3.
Graphical validation of the K-means hyperparameters via the elbow curve and the silhouette graph

Source: Authors’ own creation.

Aerward, the remaining hyperparameters were iteratively adjusted, and aer several combinations, the
best silhouette coefficient of 0.3078 was achieved with the hyperparameters detailed in Table 4.

TABLE 4.
K-means hyperparameters

Source: Authors’ own creation.

e resulting groups were used as the Y-label, or dependent variable, for the evaluation of the selected
classication models. en, we conducted experiments without using the CUOC framework, applying a
cross-validation approach during the training process. e results are shown in the learning curves of the
validation data presented in Figure 4.
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FIGURE 4.
Learning curve of the validation data without CUOC

Source: Authors’ own creation.

Figure 5 shows the learning curves from the validation data for each evaluated model via the CUOC
framework with hyperparameter tuning.
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FIGURE 5.
Learning curves of the validation data via CUOC

Source: Authors’ own creation.

Hyperparameter tuning was performed via the GridSearchCV method, which nds the best
hyperparameters through an exhaustive search. Similarly, the models were tested without hyperparameter
adjustment to evaluate whether they yielded better results with the suggested values. e best results are
presented in Table 5.
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TABLE 5.
Best results with CUOC

Source: Authors’ own creation.

On the basis of these results, AdaBoost without hyperparameter tuning was selected as the best model.
is decision was made because it provides strong accuracy within a short execution time, making it ideal
for prompt recommendations. Importantly, in this case, accuracy is the most relevant metric, as it reects the
number of correctly predicted cases, both positive and negative. Overall, the combination of all the metrics
determines the most effective model. e specic improvements in these results compared with those of
previous studies are presented below.

• Use of multiprocessing for parallel batch processing. is allows for faster result generation and
enables the processing of more information in real time compared to the current platforms.

• Compared with previous methods, the use of the CUOC framework contributes to improved
precision, recall, and F1 scores. For the best model without CUOC, the DNN achieved an accuracy
of 0.63, a recall of 0.46, and an F1 score of 0.53. With CUOC standardization, the best model
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achieved an accuracy of 0.94, a recall of 0.94, and an F1 score of 0.94, demonstrating superior
performance in terms of job recommendations in the Colombian context. Figure 6 presents a
comparison of the learning curves for the best model with CUOC and the same model without
CUOC.

FIGURE 6.
AdaBoost without hyperparameter tuning learning

curves compared using CUOC and not using CUOC
Source: Authors’ own creation.

Web application architecture

e proposed web application was developed via the Django framework, which allows Python to be used
as the base language. It uses a Model-View-Template architecture. e architecture includes the index.html
template with elds for state, city, and study level; an autoll eld for last study; a text box for the job prole;
and a search vacancy button, as shown in Figure 7.
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FIGURE 7.
Job recommender system architecture

Source: Authors’ own creation.

When the main page is loaded, the index.html template is called. It uses markup language to display
the information sent by the view through the home (request) function. is function involves the model
components: states, cities, study level, and last study. Once the information is fully populated, a request to
calculate the similarities is sent to the view. e view then calls the Recommendator.py model class, which
executes the process described in Figure 2 and returns the top 10 results via the response.html template.

Validation

To validate the recommender system, data from professional networks and job portals were used. Vacancy
details were sourced from the SPE’s single employment portal, whereas data for validation were retrieved
from LinkedIn via its API. is information is manually entered into the user interface and compared against
the recommendations generated by the professional network. Figure 8 illustrates the process of data capture
and collection. e results of the top 10 recommendations are returned to the job seeker in a list of vacancies
starting with the greatest similarity.
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FIGURE 8.
Consuming attributes for validation via the LinkedIn API

Source: Authors’ own creation.

e top 10 recommendations are presented to the job seeker as a list of vacancies, ranked by highest
similarity. is is achieved via a collaborative ltering recommendation model, which calculates user ratings
via neighborhood-based methods, specically the user-based methods [3]. Item-by-item similarity is then
applied to generate recommendations from a rating matrix. To enhance the results from the collaborative
ltering-based recommendation, the Levenshtein distance similarity is included. is method calculates the
similarity between two strings, addressing variations in writing. A similarity threshold of 90 % is applied,
resulting in a classication variable called “similarity”.

Finally, the information is entered into the recommendation model, where a vector based on word
frequency is used, giving greater weight to meaningful words. Stop words in the Spanish language were
removed for this step. e cosine similarity between the vectors is then measured, creating a similarity matrix.
e recommendations are calculated from the similarity matrix, which produces a score for the resume. e
score is stored, and the top 10 vacancies with the highest similarity and score are displayed, as shown in Figure
9.
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FIGURE 9.
Visualization of the results from the employment recommendation system

Source: Authors’ own creation.

Note that the privacy of the jobseekers’ data is not at risk, as the proposed system does not request private
or sensitive information. It does not ask for data such as gender, race, age, or residence address. e platform
allows users to select their desired geographical location for work, and only requires information on the level
of study, last completed study, and a description of their work prole. At the end of the search process, the
les containing the data entered through the main form are automatically deleted.

e proposed system has a limitation, in that the available vacancies must be preprocessed in advance
for standardization to avoid hindering the resumption of the recommendation process. is is due to the
large number of vacancies that may be available per candidate. Given the dynamism of the Colombian labor
market, the number of available vacancies for application may range from 150,000 to approximately 350,000
nationwide. e current system architecture allows for the evaluation of a single resume per session, as the
expected result is a list of the 10 best vacancies for the entered prole.

e back end of the proposed system requires at least Python version 3.11, SQLite version 3, PyPI sources, a
separate virtual environment conguration, at least 16 GB of RAM, and 20 processing cores. e front end of
the system can be ported if it can be connected to a web service on the server where the preprocessed vacancies
are maintained. When deployed on the web through Django, it can be accessed by any system operating with
a web browser.

Conclusions

e research presented in this study shows that including CUOC characteristics in both resumes and job
vacancies increases the likelihood that job seekers will nd a suitable position that aligns with their prole
and achieve a better employment relationship within the context of the Colombian labor market.
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During the study, a problem was identied with data standardization and cleanliness. e best way to
achieve data homogeneity was to use natural language processing. is approach facilitated the inclusion
of implicit attributes within the occupation categories outlined in the CUOC. e recommendation
system successfully preserved diversity in job recommendations, thereby mitigating potential biases through
stratication in the training and testing datasets.

e model utilizing the CUOC framework achieved strong performance in terms of precision, recall, F1
score, and overall evaluation metrics, with all the metrics showing a value of 0.94. Compared with the baseline
model without CUOC, the new recommendation system demonstrated a 15 % improvement in accuracy,
highlighting the effectiveness of the applied machine learning algorithms.

In the Colombian context, this approach holds signicant potential for application across various sectors.
In the education sector, academic proles can be assessed against university program offerings to guide
students toward the most suitable career paths, fostering success both academically and professionally.
Similarly, in the employment sector, this method can enhance the existing government job portal by analyzing
job seekers’ preloaded resumes and matching them to the most appropriate government vacancies. Finally,
in the sports sector, this framework could be adapted by adjusting the evaluation criteria to assess aspiring
athletes, helping identify the sport best suited to their physical capabilities and so skills.

When considering the computational cost of using large NLP models such as BERT versus simpler
similarity functions in contexts where the analyzed text is short, such as in this study, it is crucial to
weigh the benets against the nancial implications of their implementation in production. Although large
pretrained models such as BERT provide sophisticated semantic understanding, and can capture nuanced
language patterns that improve the quality and relevance of matching resumes with job descriptions, they
incur signicant computational expenses. ese models require substantial processing power and memory,
especially during inference, which leads to higher costs for cloud services and hardware maintenance in
production. Conversely, simpler similarity functions, while less sophisticated in capturing deep contextual
relationships, oen produce results of comparable quality when handling shorter texts.
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