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Artificial intelligence (AI) has been rapidly incorporated
into medical practice, not as a peripheral innovation but
as an element that is reshaping clinical, educational, and
organizational processes. Like earlier transformations—such
as the computerization of the medical record or the expansion
of evidence-based medicine—its impact extends beyond
the technical domain and compels a reexamination of
how clinical judgment is constructed and how professional
responsibility is exercised (1,2).

In everyday practice, Al systems already participate in
core tasks: information synthesis, support for differential
diagnosis, therapeutic planning, clinical documentation, and
medical communication. The literature shows that, in specific
domains, these systems can achieve levels of performance
comparable to those of experienced professionals, particularly
in tasks involving pattern recognition, information retrieval,
and probabilistic reasoning (3,4). However, this capability
coexists with structural limitations: opacity in inference
processes, incorporation of preexisting biases, and the
generation of persuasive responses even when they are
incomplete or incorrect, especially in settings of clinical
uncertainty (2,5).

This contrast presents a central tension for contemporary
medicine. The fluidity and speed of Al may induce a
progressive delegation of complex cognitive functions, with
the risk of eroding fundamental skills in medical practice.
In both educational and healthcare settings, phenomena
such as excessive cognitive outsourcing, the progressive loss
of previously acquired competencies, the failure to develop
essential clinical skills, and the reinforcement of erroneous
reasoning by automated systems have been described (2). In
this regard, Al does not correct clinical reasoning; it amplifies
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it, for better or worse, depending on the quality
of the human judgment that guides it.

Therefore, it is more appropriate to position
Al within a model of augmented intelligence,
in which technology supports—but does not
replace—medical reasoning. In an environment
where information is immediate and abundant,
the distinctive value of the professional is
no longer the ability to generate answers
but resides in the appropriate formulation
of problems, the identification of implicit
assumptions, the recognition of uncertainty, and
the critical evaluation of available evidence.
Clinical judgment, understood as a deliberate
synthesis of knowledge, experience, and context,
remains an indispensable human act (1,6).

Moreover, there is a relevant generational
dimension. Physicians trained before the full
digitization of medicine developed their practice
in contexts where information was limited, doubt
was explicit, and reasoning had to be constructed
step by step. Having transitioned from the analog
era, through the expansion of digital knowledge,
to the advent of Al, offers an integrative
perspective that allows for understanding both
the transformative potential and the risks of these
technologies.

The central challenge, therefore, is not
technological but educational and ethical.
The responsible adoption of Al requires
literacy in its basic principles, understanding
of its limitations, and an explicit reaffirmation
of critical thinking as the core of
medical practice. Recent models of clinical
supervision propose structured frameworks
that promote independent  verification,
metacognitive reflection, and adaptation of the
degree of confidence according to clinical risk,
reinforcing the idea that AI should inform
reasoning but not replace it (2).

In regions such as Latin America,
characterized by high healthcare burdens,
fragmented health systems, and persistent
structural limitations, Al represents a real
opportunity to optimize processes and
reduce  historical access gaps. However,
its implementation without a critical and
contextualized framework could amplify existing

inequities or create new forms of technological
dependence. Regional evidence highlights that
the sustainable development of Al in healthcare
depends less on isolated technical advancements
and more on the creation of integrated
ecosystems that connect training, research,
clinical practice, and ethical regulation, tailored
to local realities (7).

Ultimately, the question is not whether
Al will transform medicine—that process is
already underway—but what type of medical
practice will emerge from that transformation.
Medicine supported by intelligent systems but
guided by professionals capable of thinking
critically, assuming responsibility, and preserving
the centrality of the patient has the potential to
be safer, more equitable, and more humane. The
alternative, a medicine dazzled by technological
fluidity and devoid of deliberation, risks losing
what has historically defined it: clinical judgment
in service of care.
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